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Abstract

The adoption of commodity clusters has been widely extended due to its cost-effectiveness and the evolution of networks. These systems can be used to reduce the long execution time of applications that require a vast amount of computational resources, and especially of those techniques that are usually deployed in centralized environments, like testing. Currently, one of the main challenges in testing is to obtain an appropriate test suite. Mutation testing is a widely used technique aimed at generating high quality test suites. However, the execution of this technique requires a high computational cost.

In this work we propose OUTRIDER, an HPC-based optimization that contributes to bridging the gap between the high computational cost of mutation testing and the parallel infrastructures of HPC systems aimed to speed-up the execution of computational applications. This optimization is based on our previous work called EMINENT, an algorithm focused on parallelizing the mutation testing process using MPI. However, since EMINENT does not efficiently exploit the computational resources in HPC systems, we propose 4 strategies to alleviate this issue. A thorough experimental study using different applications shows an increase of up to 70% performance improvement using these optimizations.
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1 Introduction

Wired communications have experienced a notorious growth with the use of fiber optic, reaching in experimental environments a speed of 560 Gbit/s [3]. The low latency and very high bandwidth of these networks have made commodity clusters a cost-effective solution, currently being the main source for high performance computing (in short, HPC). This trend has enabled advances in scientific computing by using HPC techniques [12]. Moreover, techniques that require a long execution time and are usually executed in centralized environments, like testing, can be deployed in clusters to reduce its high computational cost [1].
Nowadays, testing is one of the most extended mechanisms to check the correctness of software [5]. However, in order to properly check the validity of a program, an appropriate test suite (in short, TS) needs to be created, which in most cases is a difficult and challenging task. Moreover, a large TS requires a very long execution time. Fortunately, there are mechanisms, like mutation testing (in short, MT), focusing on improving the quality of a TS [2]. MT is based on applying mutation operators, each producing small syntactic changes in the program under test. This way, a set of mutants are produced. The idea is that if a TS is able to distinguish between the program under test and the generated mutants, it should be good at detecting a faulty implementation. Thus, the effectiveness of a TS is established on the number of mutants that can be distinguished from the original program (i.e., the mutants it kills).

Recently, MT has been successfully applied in several fields [3, 7]. However, it is computationally expensive because a large TS needs to be executed over a vast set of mutants. Hence, means to optimize and speed-up MT are required for its practical application to large projects.

In this paper we present OUTRIDER, an HPC-based optimization to improve the overall performance of the MT process. Our approach uses the EMINENT algorithm as a basis [1], which focuses on reducing the execution time of MT by parallelizing the testing process in HPC systems. However, since EMINENT does not properly exploit the resource usage in HPC systems, we propose four optimization strategies:

- Parallelizing the execution of the TS over the original application. While existing works in the literature sequentially execute the TS over the original application, we propose to distribute the test cases among different processes to be executed in parallel.

- Sorting the TS using the execution time of each test case. Since the TS is executed over the original application in the initial phase of the testing process, the time required to execute each test case can be collected. In the next phase of the testing process, where the TS is executed over each mutant, this information can be used to specify the order of execution for each test case. The rationale for starting with the shorter test cases first is that, assuming that each test has equal probability to kill a mutant, executing more test cases maximizes the detection probability in a given time span.

- Enhancing the test case distribution. This strategy maximizes the number of different mutants executed in parallel. A mutant is executed in parallel when different test cases are executed over this mutant, in different processes, at the same time. In this case, the resource usage efficiency may decrease if the test case that kills the mutant is executed in parallel with other test cases. Consequently, the execution of those test cases that do not kill the mutant is useless for obtaining the final results and, therefore, the computational resources are not efficiently used.

- Grouping cloned and equivalent mutants. Two mutants are clones when the resulting compiled binaries are identical. A mutant is considered equivalent to the original program when there is no test case that can kill it. The goal of this strategy is to avoid the complete execution of the TS on both equivalent and cloned mutants.

The rest of the paper is organized as follows. Section 2 presents the state of the art. Section 3 describes OUTRIDER. Section 4, presents some performance experiments to analyse the suitability of the proposed optimization. Finally, Section 5 ends with the conclusions and future work.

---

1 A test case within a TS is said to kill the mutant if it signals an error when executed over the mutant.
2 State of the art

Since the first contributions in MT, there has been a constant effort to alleviate its high computational cost. As a result, different works aimed at improving the performance of the MT process can be found in the literature. These contributions can be classified in two main groups.

The first group focuses on reducing the total number of mutants without losing a significant effectiveness. The most relevant include mutant sampling, a technique based on randomly selecting a subset of mutants \[18\]; mutant clustering, which selects a collection of mutants by using clustering algorithms \[9\]; and high order mutation, that generates a reduced set of mutants, created by applying multiple mutation operators \[19\].

The second group consists of contributions focusing in reducing the execution time of the MT process. In this field, there are different proposals based on shared-memory, which can be divided in two different categories: Single Instruction Multiple Data systems \[4\] and Multiple Instruction Multiple Data systems \[6, 17\]. The main issue with this kind of systems is the lack of scalability in the number of processors and in the memory system.

Moreover, there are multiple contributions based on distributed memory \[15, 16\]. The contribution of Mateo and Usaola is worth mentioning. They presented a dynamic distribution algorithm, called PEDRO (Parallel Execution with Dynamic Ranking and Ordering) that uses Factoring Self-Scheduling ideas \[15\]. Also, they introduce Bacterio\textsuperscript{P}, a parallel extension of the MT tool Bacterio \[14\], which uses Java-RMI in order to communicate processes through the network. However, although the performance and the scalability achieved in this contribution is better than those obtained in shared-memory approaches, the used communication mechanism acts as a system bottleneck, limiting the overall system performance \[13\].

In our previous work we proposed EMINENT \[1\], a dynamic distributed algorithm focused on HPC systems and designed to reduce the high computational cost of MT. In EMINENT we use MPI to interchange information between processes, which alleviates the previously described bottleneck issue \[13\]. However, the distribution of the workload can be improved in order to increase both the resource usage efficiency and the level of parallelism. OUTRIDER is the optimization we propose in this paper to achieve this goal.

3 Description of OUTRIDER

In this paper we propose an optimization, called OUTRIDER, bridging the gap between one of the main limitations of MT, its high computational cost, and the main advantages provided by HPC systems, parallel infrastructures to speed-up the execution of computational applications. Next, we present the 4 strategies of OUTRIDER to improve the performance of the MT process.

3.1 Parallelizing the execution of the TS over the original application

Usually, the sequential execution of a TS over the original program is an issue that hampers the scalability of the MT process \[15\]. This becomes specially relevant in those cases where the application under test requires a long execution time and when the TS consists of a large number of test cases. Consequently, the scalability of the system is compromised due to the lack of parallelism, which is generally reflected in a low system performance.

In order to alleviate this issue, we propose exploiting the resources of the system by executing the TS over the original program in parallel. Basically, this strategy consists in distributing the execution of each test over the original program among different processes, which are executed in the available CPU cores of the system.
Figure 1 presents an example comparing the execution of a TS over the original program using EMINENT and OUTRIDER. The schema at the top shows the sequential execution of the TS, where each rectangle represents a test case and the number inside it shows the time slots required for its execution. The TS consists of 8 test cases and has a total duration of 5 time slots. While the TS is sequentially executed in one processor using EMINENT, OUTRIDER parallelizes the execution of the TS using 3 processes. Notably, this example shows that the distribution of the TS improves the overall performance, obtaining a speed-up of 2.5.

3.2 Sorting the TS

In MT, test cases are executed over a mutant until the mutant is killed or the TS is completely executed, and the mutant remains alive. It is therefore desirable that the mutant gets killed as soon as possible. Unfortunately, we cannot determine which test cases will kill the mutant before executing them. However, we can use information gathered from the execution of the TS over the original program, like the execution time of each test case.

This strategy uses this information to specify the execution order of the test cases. Thus, test cases are sorted by execution time as sorting criteria. As a result, the fastest test case is processed in the first place, while the slowest test case is executed last. The idea is to minimize the required time to kill a mutant. Although sorting the TS has a computational cost, we assume that applying this strategy would reduce the overall execution time.

3.3 Enhancing the test case distribution strategy

In order to increase both the level of parallelism and the resource usage efficiency, we propose a strategy that improves the workload distribution presented in EMINENT, which additionally considers the number of remaining mutants to be completely executed, the number of processes involved in the testing process and the number of processes that are executing each mutant. The idea is to improve the resource usage by maximizing the number of different mutants executed in parallel. Thus, when the number of remaining mutants to be executed is greater or equal than the number of available processes, each single process executes a different mutant. Otherwise, the remaining mutants to be completely processed are proportionally distributed among the available processes.

Figure 2 shows an example comparing two different distribution strategies. In this example a TS consisting of 3 test cases is executed over 4 mutants using 2 processes, each one having a dedicated CPU core. The schema at the top depicts the execution of the TS over each mutant,
where test case 1 kills mutant 1 and 4, test case 2 kills mutant 3, and mutant 2 remains alive. The schema at the bottom shows the strategies used by EMINENT and OUTRIDER to distribute the workload in the MT process. We denote by mX.Y the execution of the test case Y over the mutant X. In this scenario, executions m1.1, m3.2 and m4.1 kill the processed mutant.

The distribution strategy used in EMINENT shows that the execution of some test cases is useless. For instance, m1.1 and m1.2 are executed in parallel. Although the former execution kills mutant 1, process 1 is wasting computational resources by executing m1.2, which is not necessary to kill the mutant. Since the strategy used in OUTRIDER maximizes the number of different mutants executed in parallel, this situation is avoided in most scenarios. In this example, OUTRIDER obtains an improvement of 20% in the total execution time.

3.4 Categorizing equivalent mutants using TCE

In MT, a mutant is considered equivalent to the original program when it can not be distinguished from it through testing. The equivalence problem is one of the main obstacles in the practical use of MT. Although it is well known that deciding whether two programs are equivalent is a non-decidable problem [10], there are several heuristics that aid in finding patterns to identify this kind of mutants. In this case, due to its simplicity and its computational efficiency, we have selected the trivial compiler equivalence technique (in short, TCE), to detect both equivalent and cloned mutants [11]. This technique uses compiler optimizations to detect patterns that help identifying the equivalence between programs using a black-box scheme.

Hence, in this strategy we detect two kinds of mutants. On the one hand, mutants that are equivalent to the original program, known as equivalents. On the other hand, mutants that differ from the original program but are equal to other mutants, called cloned mutants.

We apply this technique after the compilation phase, where both equivalent and cloned mutants are detected. Mutants identified as equivalents are discarded and none of them are executed. On the contrary, cloned mutants are grouped in domains, where a single mutant is selected as representative of the domain. During the testing phase, only those mutants that do not belong to a domain are executed, which are handled as usual. Next, for each domain, only representative mutants are processed. Once the execution of a representative mutant ends, if
the mutant is killed, only the killer test is applied to the rest of the mutants of the domain, which substantially reduces the number of test case executions. On the contrary, if the representative mutant remains alive, the rest of the mutants of the domain are managed as usual.

![Figure 3: Categorization of cloned and equivalent mutants](image)

Figure 3 shows an example with the execution of a MT process with 8 mutants. We applied our strategy to categorize these mutants, obtaining two different domains. Domain 1 consists of mutants 2, 3 and 7, and Domain 2 consists of mutants 5 and 6. Mutants with a bold border are the representatives of its domain (mutant 2 for Domain 1, and 5 for Domain 2). Mutant 4 has been detected to be equivalent, while mutant 1 and 8 are categorized as regular mutants.

<table>
<thead>
<tr>
<th>Mutant ID</th>
<th>Exec.Time</th>
<th>Time\textsubscript{EMI}</th>
<th>Killer test time</th>
<th>Time\textsubscript{OUT}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>432</td>
<td>432</td>
<td>-</td>
<td>432</td>
</tr>
<tr>
<td>2</td>
<td>245</td>
<td>677</td>
<td>-</td>
<td>677</td>
</tr>
<tr>
<td>3</td>
<td>245</td>
<td>922</td>
<td>46</td>
<td>723</td>
</tr>
<tr>
<td>4</td>
<td>456</td>
<td>1378</td>
<td>-</td>
<td>723</td>
</tr>
<tr>
<td>5</td>
<td>532</td>
<td>1910</td>
<td>-</td>
<td>1255</td>
</tr>
<tr>
<td>6</td>
<td>532</td>
<td>2442</td>
<td>164</td>
<td>1419</td>
</tr>
<tr>
<td>7</td>
<td>245</td>
<td>2687</td>
<td>46</td>
<td>1465</td>
</tr>
<tr>
<td>8</td>
<td>591</td>
<td>\textbf{3278}</td>
<td>-</td>
<td>\textbf{2056}</td>
</tr>
</tbody>
</table>

Table 1: Execution of 8 mutants using \textsc{EMINENT} and \textsc{OUTRIDER} with TCE

Following the example, Table 1 presents the execution time of the MT process. The first two columns, \textit{Mutant ID} and \textit{Exec.Time}, represent the mutant ID and its execution time, respectively. \textit{Time}\textsubscript{EMI} refers to the accumulated time when the testing process is executed using \textsc{EMINENT}. The next column refers to the execution time of the test that kills the mutant, which is calculated from the representative mutant of each domain. Finally, \textit{Time}\textsubscript{OUT} refers to the accumulated time when the testing process is executed using \textsc{OUTRIDER}.

These results show that \textsc{OUTRIDER} executes 37\% faster than \textsc{EMINENT}. That is, while \textsc{EMINENT} requires 3278 seconds to completely execute the testing process, \textsc{OUTRIDER} requires 2056 seconds. This performance improvement is obtained because \textsc{OUTRIDER} executes less test cases than \textsc{EMINENT}. In this case, mutant 3, 6 and 7 are not completely executed because only the test case that kills them is executed instead.

4 Experiments

This section presents a thorough experimental study to analyze the scalability and performance of \textsc{OUTRIDER}. The mutant set used in these experiments has been created using the Milu mutation framework [6]. We use two different applications in the MT process. First, an image filtering application consisting of 3 algorithms to filter BMP images. Initially, all the images are located in a remote repository, which has a total size of 2.5 GB. In order to check this
application, a TS consisting of 3200 test cases are executed over 250 mutants. The second is a CPU-intensive application, performing the multiplication of two large matrices. In this case, a TS consisting of 2000 test cases are executed over 100 mutants.

These experiments have been performed in a cluster of 9 nodes, 8 computing nodes and 1 storage node, interconnected through a Gigabit Ethernet network. Each node contains a Dual-Core Intel(R) Core(R) i5-3470 CPU at 3.4 Ghz with hyper-threading, 8 GB of RAM and 500GB HDD.

4.1 Performance evaluation of each single strategy in OUTRIDER

In this section, each proposed strategy in OUTRIDER is individually analyzed. We use the following notation: S1 refers to the strategy that parallelizes the TS execution over the original program (see Section 3.1), S2 refers to the strategy that sorts the TS (see Section 3.2), S3 is the strategy that enhances the test case distribution (see Section 3.3) and S4 is the strategy that categorizes both cloned and equivalent mutants (See Section 3.4).

Figure 4 shows the overall speed-up in EMINENT and OUTRIDER, with respect to a sequential execution, using 2, 4, 8, 16 and 32 processes. Each process is always executed in a dedicated CPU core. In the charts the X-axis represents the number of processes and the Y-axis represents the speed-up. The first row of charts shows the results of the image filtering application, while the second row represents the results of the CPU-intensive application. Each chart analyzes a different strategy of OUTRIDER. That is, charts 4(a) and 4(e) analyze S1, charts 4(b) and 4(f) evaluate S2, charts 4(c) and 4(g) analyze S3 and charts 4(d) and 4(h) evaluate S4.

In general terms, OUTRIDER outperforms EMINENT in the major part of the evaluated scenarios. There is only one scenario where EMINENT executes faster than OUTRIDER, that is, testing the filtering application using the strategy S2 in OUTRIDER (see chart 4(b)). In this case, the major part of the mutants are killed by the first test cases of the TS without applying S2 and consequently, EMINENT requires less time to kill the mutants than OUTRIDER using a sorted TS.

The strategy that provides the best results is S1, reaching an improvement with respect to EMINENT of 40% in the overall execution time. This result is obtained using 32 processes for testing the CPU-intensive application (see chart 4(e)). Strategy S3 also provides valuable results, reaching in some scenarios an improvement between 10% - 38% in the overall performance. However, strategy S4 provides only slightly better results than EMINENT. Its best scenario is the testing process of the image filtering application, where 2 equivalent and 19 cloned mutants, divided in 13 domains, have been detected, obtaining a reduction of 20% in execution time.

In conclusion, for the tested applications, OUTRIDER provides better resource usage efficiency than EMINENT. These experiments show that strategies S1 and S3 clearly provide a significant improvement in the overall system performance. Moreover, in terms of scalability – the performance obtained when the computational resources are increased – these strategies are better than S2 and S4. The main reason of this behaviour is two-fold. First, strategies S1 and S3 are less dependent of both the TS and the mutant set, which mainly focus on exploiting the resources of the system. Second, strategies S2 and S4 strongly depend of the TS and the mutant set, respectively. In particular, OUTRIDER using S2 and S4 executes faster than EMINENT only in those cases where the killer test is not located in the first positions of the TS and the mutant set contains several cloned and equivalent mutants.

4.2 Performance evaluation using different strategies in OUTRIDER

Next, we analyze the performance of OUTRIDER when different strategies are used. We only show the configurations obtaining the most representative results, which are depicted in Table 2.
respectively. Configuration speed-up of 2.3 with respect to reduction in the total execution time, with respect to configurations used in OUTRIDER proportional improvement in the overall system performance. In these experiments, all the both approaches. However, increasing the number of computational resources provides a capability. That is, using few computational resources provides almost the same performance for similarly to the previous experiments, we obtain a similar tendency in the system scalability. This improvement in the overall testing performance is mainly reached because of the strategy S4, which accelerates the MT process by avoiding the complete execution of some mutants (see Section 3.4). However, these configurations using the strategy S2 do not guarantee an improvement in the total execution time. For instance, OUTRIDER using C_{23} executes 19% slower than EMINENT. In particular, C_{12}, C_{132}, C_{134}, C_{1234} are especially relevant because OUTRIDER using these configurations exe-
cutes 62%, 67%, 70% and 71% faster than EMINENT, respectively.

In general, the overall system performance is increased when combining different strategies. Configuration $C_{134}$ achieves a significantly better speed-up than EMINENT for the image filtering application, especially when 32 processors are used. However, configuration $C_{1234}$ only achieves slightly better results than $C_{134}$ when 8 and 16 processors are used to check the CPU-intensive application. It is important to remark that the best results are obtained when different strategies are combined using OUTRIDER, especially strategies $S_1$ and $S_4$. In conclusion, OUTRIDER provides a better resource usage efficiency than EMINENT, which is reflected in the scalability obtained, reaching in some cases a speed-up higher than the number of CPU cores used.

Some aspects may affect the validity of the experiment and our conclusions. Regarding internal validity, we tried to eliminate any possible bias: for the mutants generated we used Milu, developed by a third party, and for the test cases we used random generation. For the cluster configuration we used a typical configuration where each node mounts, through NFS, the home folder from a storage node that contains the user data. Regarding the generalizability of the results (external validity), we only used two applications, but these characterize a reasonable class of programs: one was data-intensive, while the other was CPU-intensive.

5 Conclusions

In this paper we have presented OUTRIDER, an HPC-based optimization for the MT process in HPC systems. This optimization consists of 4 strategies aimed at improving the resource usage efficiency, which uses EMINENT as basis. Also, an experimental phase has been carried out to evaluates the effectiveness and scalability of OUTRIDER. Thes experiments show that OUTRIDER outperforms previous proposals to improve performance of the MT process. In general, OUTRIDER provides the best results when different strategies are combined, specially $S_1$, $S_3$ and $S_4$, obtaining in some scenarios an improvement of 70% in the overall performance with respect to EMINENT. On the contrary, the results obtained when $S_2$ is used shows that an improvement in the overall performance is not guaranteed. For instance, there are scenarios where OUTRIDER executes 66% faster than EMINENT (see $C_{12}$ and $C_{123}$ in Figure 5(b)), while there are other scenarios where OUTRIDER executes 20% slower than EMINENT (see $C_{23}$ in Figure 5(a)).

As future work, we will evaluate the possibility to include mechanisms for automatically
selecting the strategies to be applied in a given MT process.
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